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Abstract. An interface based on expressions in simple graphics of faces were 
aligned in a clock-like distribution with the aim of allowing participants to 
quickly and easily rate emotions in music continuously.  We developed the 
interface and tested it using six extracts of music, one targeting each of the six 
faces: ‘Excited’ (at 1 o’clock), ‘Happy’ (3), ‘Calm’ (5), ‘Sad’ (7), ‘Scared’ (9) 
and ‘Angry’ (11).   30 participants rated the emotion expressed by these 
excerpts on our ‘emotion-face-clock’. By demonstrating how continuous 
category selections (votes) changed over time, we were able to show that (1) 
more than one emotion-face could be expressed by music at the same time and 
(2) the emotion face that best portrayed the emotion the music conveyed could 
change over time, and that the change could be attributed to changes in musical 
structure.  

Keywords: Emotion in music, continuous response, discrete emotions, time-
series analysis, film music. 

1   Introduction 

Research on continuous ratings of emotion expressed by music (that is, 
rating the music while it is being heard) has led to improvements in 
understanding and modeling music’s emotional capacity.  This research 
has produced time series models where musical features such as 
loudness, tempo, pitch profiles and so on are used as input signals 
which are then mapped onto emotional response data using least 
squares regression and various other strategies [1-4]. 

One of the criticisms of self-reported continuous response however, 
is the rating response format.  During their inception in the 1980s and 
1990s [5, 6] such measures have mostly consisted of participants rating 
one dimension of emotion (such as the happiness, or arousal, or the 
tension, and so on) in the music.  This approach could be viewed as so 
reductive that a meaningful conceptualization of emotion is lost.  For 
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example, Russell’s [7, 8] work on the structure of emotion 
demonstrated that a large amount of variance in emotion can be 
explained by two fairly independent dimensions, frequently labeled 
valence and arousal.  The solution to measuring emotion continuously 
can therefore be achieved by rating the stimulus twice (that is, in two 
passes), once along a valence scale (with poles of the scale labeled 
positive and negative), and once along an arousal scale (with poles 
labeled active and sleepy) [for another multi-pass approach see 9].  In 
fact, some researchers have combined these scales at right angles to 
form an ‘emotion space’ so as to allow a good compromise between 
reductive simplicity (the rating scale), and the richness of emotional 
meaning (applying what were thought to be the two most important 
dimensions in emotional structure simultaneously and at right angles) 
[e.g. 10, 11, 12 ].   

The two dimensional emotion space has provided an effective 
approach to help untangle some of the relations between musical 
features and emotional response, as well as providing a deepening 
understanding of how emotions ebb and flow during the unfolding of a 
piece of music.  However, the model has been placed under scrutiny on 
several occasions. The most critical matter that is of concern in the 
present research is theory and subsequent labeling of the emotion 
dimensions and ratings.  For example, the work of Schimmack [13, 14] 
has reminded the research community that there are different ways of 
conceptualizing the key dimensions of emotion, and one dimension 
may have other dimensions hidden within it.   Several researchers have 
proposed three key dimensions of emotion [15-17].  Also, dimensions 
used in the ‘traditional’ two dimensional emotion space may be hiding 
one or more dimensions.  Schimmack demonstrated that the arousal 
dimension is more aptly a combination of underlying ‘energetic 
arousal’ and ‘tense arousal’.  Consider, for instance, the emotion of 
‘sadness’.  On a single ‘activity’ rating scale with poles labeled active 
and sleepy, sadness will most likely occupy low activity (one would not 
imagine a sad person jumping up and down).  However, in a study by 
Schubert [12] some participants consistently rated the word ‘sad’ in the 
high arousal region of the emotion space (all rated sad as being a 
negative valence word).  The work of Schimmack and colleagues 
suggests that those participants were rating sadness along a ‘tense 
arousal’ dimension, because sadness does contain conflicting 
information about these two kinds of arousal – high tension arousal but 
low activity arousal. 
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Some solutions to the limitation of two dimensions are to have more 

than two passes when performing a continuous response (e.g. valence, 
tense arousal and activity arousal), or to apply a three dimensional GUI 
with appropriate hardware (such as a three dimensional mouse).  
However, in this paper we take the dilemma of dimensions as a point of 
departure and apply what we believe is the first attempt to use a 
discrete emotion response interface for continuous self-reported 
emotion ratings.   

Discrete emotions are those that we think of in day-to-day usage of 
emotions, such as happy, sad, calm, energetic and so forth.  They can 
each be mapped onto the emotional dimensions discussed above, but 
can also be presented as independent, meaningful conceptualizations of 
emotion [18-22].  An early continuous self-reported rating of emotion 
in music that demonstrated an awareness of this discrete structure was 
applied by Namba et al. [23], where a computer keyboard was labeled 
with fifteen different discrete emotions.  As the music unfolded, 
participants pressed the key representing the emotion that the music 
was judged to be expressing at that time.  The study has to our 
knowledge not been replicated, and we believe it is because the 
complexity of learning to decode a number of single letters and their 
intended emotion-word meaning.  It seems likely that participants 
would have to shift focus between decoding the emotion represented on 
the keyboard, or finding the emotion and then finding its representative 
letter before pressing.  And this needed to be done on the fly, meaning 
that by the time the response was ready to be made, the emotion in the 
music may have changed.  The amount of training (about 30 minutes 
reported in the study) needed to overcome this cognitive load can be 
seen as an inhibiting factor. 

Inspired by Namba et al’s pioneering work, we wanted to develop a 
way of measuring emotional response continuously but one which 
captured the benefits of discrete emotion rating, while applying a 
simple, intuitive user interface. 

2   Using discrete facial expressions as a response format 

By applying the work of some of the key research of emotion in 
music who have used discrete emotion response tools [24-26], and 
based on our own investigation [27], we devised a system of simple, 
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schematic facial expressions intended to represent a range of emotions 
that are known to be evoked by music. Further, we wanted to recover 
the topology of semantic relations, such that similar emotions were 
positioned beside one another, whereas distant emotions were 
physically more distant.  This approach was identified in Hevner’s [28-
31] adjective checklist.  Her system consisted of groups of adjectives, 
arranged in a circle in such a way as to place clusters of words near 
other clusters of similar meaning.  For example, the cluster of words 
containing ‘bright, cheerful, joyous …’ was adjacent to the cluster of 
words containing ‘graceful, humorous, light…’, but distant from the 
cluster containing the words ‘dark, depressing, doleful…’.  Eventually, 
the clusters would form a circle, from which it derived its alternative 
names ‘adjective clock’ [32] and ‘adjective circle’ [31].  Modified 
version of this approach, using a smaller number of words, are still in 
use [33].  Our approach also used a circular form, but using faces 
instead of words.  Consequently, we named the layout an ‘emotion-
face-clock’. Literate and non-literate cultures have become adept at 
speedy interpretation of emotional expression in faces [34, 35], making 
them more suitable for emotion rating tasks than words.  Further, 
several emotional expressions are universal [36, 37] making the 
reliance on a non-verbal, non-language specific format appealing [38-
40].   

Selection of faces to be used for our response interface were based 
on the literature of commonly used emotion expressions to describe 
music [41], the recommendations made on a review of the literature by 
Schubert and McPherson [42] but also such that the circular 
arrangement was plausible.  The faces selected corresponded roughly 
with the emotions from top moving clockwise (see Fig. 1): Excited (at 
1 o’clock), Happy (3), Calm (5), Sad (7), Scared (9) and Angry (11 
o’clock), with the bottom of the circle separated by Calm and Sad.  The 
words used to describe the faces are selected for the convenience of the 
researchers.  Although a circle arrangement was used, a small gap 
between the positive emotion faces and the negative emotion faces was 
imposed, because a spatial gap angry and excited, and between calm 
and sad reflected a semantic distance (Fig. 1).  We did not impose our 
labels of the emotion-face expressions onto the participants.  Pilot 
testing using retrospective ratings of music using the verbal expressions 
are reported in Schubert et al. [27]. 
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3   Aim 

The aim of the present research was to develop and test the emotion-
face-clock as a means of continuously rating the emotion expressed by 
extracts of music. 

4   Method 

4.1 Participants  

Thirty participants were recruited from a music psychology course 
that consisted of a range of students including some specializing in 
music.  Self-reported years of music lessons ranged from 0 to 16 years, 
mean 6.6 years (SD = 5.3 years) with 10 participants reporting no 
music lessons (‘0’ years).  Ages ranged from 19 to 26 years (mean 21.5 
years, SD = 1.7 years).   Twenty participants were male.  

4.2   Software realisation 

The emotion-face-clock interface was prepared, and controlled by 
MAX/MSP software, with musical extracts selected automatically and 
at random from a predetermined list of pieces.  Mouse movements were 
converted into one of eight states: centre, one of the six emotions 
represented by schematic faces, and ‘elsewhere’ (Fig. 1).  The eight 
locations were then stored in a buffer that was synchronized with the 
music, with a sampling rate of 44.1kHz.  Given the redundancy of this 
sampling rate for emotional responses to music [which are in the order 
of 1 Hz – see 43], down-sampling to 25Hz was performed prior to 
analysis.  The facial expressions moving around the clock in a 
clockwise direction were Excited, Happy, Calm, Sad, Scared and 
Angry.  Note that the verbal labels for the faces are for the convenience 
of the researcher, and do not have to be the same as those used by 
participants.  More important was that the expressions progressed 
sequentially around the clock such that related emotions were closer 
together than distant emotions, as described above.  However, the 
quality of our labels were tested against participant data using the 
explicit labeling of the same stimuli in an earlier study [27].   
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Fig. 1. Emotion-face-clock graphic user interface.  This is a grayscale version.  Face colours 
were yellow shades for right three faces (Excited [bright yellow], Happy and Calm), red for 
Angry, dark blue for Scared and light blue for Sad, based on [27].  Crotchet icon in Centre was 
green when ready to play, and grayed out, opaque when excerpt was playing.  Text in top two 
lines provided instructions for the participant.  White boxes, arrows and labels were not visible 
to the participants.  These indicate the regions used to determine the eight response categories. 

4.3 Procedure  

Participants were tested one at a time.  The participant sat at the 
computer display and wore headphones.  After introductory tasks and 
instructions, the emotion-face-clock interface was presented, with a 
green icon (quaver) in the centre (Fig. 1).  The participant was 
instructed to click the green button to commence listening, and to track 
the emotion that the music was expressing by selecting the facial 
expression that best matched the response.  They were asked to make 
their selection as quickly as possible. When the participant moved the 
mouse over one of the faces, the icon of the face was highlighted to 
provide feedback.  The participant was asked to perform several other 
tasks. The focus of the present report is on continuous rating over time 
of emotion that six extracts of music were expressing.  
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4.4 Stimuli  

Because the aim of this study is to examine our new continuous 
response instrument, we selected six musical excerpts for which we had 
emotion ratings made using tradition post-performance ratings scales 
from a previous study [27].  The pieces were taken from Pixar animated 
movies, based on the principle that the music would be written to 
stereotypically evoke a range of emotions.  The excerpts selected were 
11 to 21 seconds long with the intention of primarily depicting each of 
the emotions of the six faces on the emotion-face-clock.  In our 
reference to the stimuli in this report, they were labeled according to 
their target emotion: Angry, Scared, Sad, Calm, Happy and Excited. 
More information about the selected excerpts is shown in Table 1.  
When referring to a musical stimulus the emotion label is capitalized 
and italicised. 

Table 1.  Stimuli used in the study.  

Stimulus code  
(target emotion) 

Film music excerpt  Start time  
within CD track 
(MM’SS elapsed) 

Duration of 
excerpt (s) 

Angry Up: 52 Chachki Pickup 00"53 17 
Calm Finding Nemo: Wow   00"22 16 
Excited Toy Story: Infinity and 

Beyond 
00"15 16 

Happy Cars: McQueen and Sally 00"04 16 
Sad Toy Story 3: You Got Lucky 01"00 21 
Scared Cars: McQueen's Lost  00"55 11 

5   Results and Discussion 

Responses were categorized into one of eight possible responses (one 
of the six emotions, the centre location, and any other space on the 
emotion-face-clock labeled ‘elsewhere’ – see Fig. 1) based on mouse 
positions recorded during the response to each piece of music.  This 
process was repeated for each sample (25 per second).  Two main 
analyses were conducted.  First, the relationships between the collapsed 
continuous ratings against rating scale results from a previous study 
using the same stimuli, and then an analysis of the time series responses 
for each of the six stimuli. 
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5.1 Summary responses 

In a previous study, 26 participants provided ratings of each of the 
six stimuli used in the present study (for more details`, see [27] for 
details) along 11 point rating scales from ‘0 (not at all)’ to ‘10 (a lot)’.  
The scales were labeled Angry, Scared, Sad, Calm, Happy and Excited.  
No faces were used in the response interface for that study.   

The continuous responses from the current study were collapsed so 
that the number of votes a face received as the piece unfolded was 
tallied, producing a proportional representation of faces that were 
selected as indicating the emotion expressed by each face for a 
particular stimulus.  The plots of these results are shown in Fig. 2.  
Take for example the responses made to the Angry excerpt.  All 
participants first ‘votes’ were for the ‘Centre’ category because they 
had to click the icon at the centre of the emotion-face-clock to 
commence listening.  As participants decided which face represented 
the emotion expressed, they moved the mouse to cover the appropriate 
face.  So, as the piece unfolded, at any given time, some of the 30 
participants might have the cursor on the Angry face, while some on 
the Scared face, and another who may not yet have decided remains in 
the centre or has moved the mouse, but not to a face (‘elsewhere’). 
With a sampling rate of 25 Hz it was possible to see how these votes 
changes over time (the focus of the next analysis).  At each sample, the 
votes were tallied into the eight categories.  Hence each sample had a 
total of 30 votes (one per participant).  At any sample it was possible to 
determine whether participants were or were not in agreement about the 
face that best represented the emotion expressed by the music. 

The face by face tallies for each of these samples were accumulated 
and divided by the total number of samples for the excerpt.  This 
provided a summary measure of the time-series to approximate the 
typical response profile for the stimulus in question.  These profiles are 
reported in Fig. 2 in the right hand column.  Returning to the Angry 
example we see that participants spent most time on the Angry face, 
followed by Scared and then the Centre.  This suggests that the piece 
selected indeed best expressed anger according to the accumulated 
summary of the time series.  The second highest votes belonging to the 
Scared face can be interpreted as a ‘near miss’ because of all the 
emotions on the clock, the scared face is semantically closest to the 
Angry face, despite obvious differences (for a discussion, see [27]).  In 
fact, when comparing the accumulated summary with the post-

10



Discrete Emotion Faces 9          
 

performance rating scale profile (from the earlier study), the time series 
produces a profile more in line with the proposed target emotion.  The 
post-performance ratings demonstrate that Angry is only the third 
highest scored scale, after Scared and Excited.  The important point, 
however, is that Scared and Excited are located on either side of the 
emotion-face-clock, making them the most semantically related 
alternatives to angry of the available faces.  For each of the other 
stimuli, the contour of the profiles for post-performance ratings and 
accumulated summary of continuous response are identical.   

These profiles matches are evidence for the validity of the emotion-
face-clock because they mean that the faces are used to provide a 
similar meaning to the emotion words used in the post-performance 
verbal ratings.  We can therefore be reasonably confident that at least 
five of the faces selected can be represented verbally by the five verbal 
labels we have used (the sixth – Anger, being confused occasionally 
with Scared).  The similarity of the profile pairs in Fig. 2 is also 
indicative of the reliability of the emotion-face-clock because it more-
or-less reproduces the emotion profile of the post-performance ratings. 

Two further observations are made about the summary data.  
Participants spend very little time away from a face or the centre of the 
emotion-face-clock (the elsewhere region is selected infrequently for 
all six excerpts).  While there is the obvious explanation that the six 
faces and the screen centre occupy the majority of the space on the 
response interface (see Fig. 1) the infrequent occurrence of the 
Elsewhere category also may indicate that participants are fairly certain 
about the emotion that the music is conveying.  That is, when an 
emotion face is selected by a participant, they are likely to believe that 
to be the best selection, even if it is in disagreement with the majority 
of votes, or with the a priori proposed target emotion.  If this were not 
the case, we might expect participants to hover in ‘no mans land’ of the 
emotion-face-clock—Elsewhere and Centre. 

The ‘no-mans-land’ response may be reflected by the accumulated 
time spent on the centre category.  As mentioned, time spent in the 
centre category is biased because participants always commence their 
responses from that region (in order to click the play button).  The 
centre category votes can therefore be viewed as indicating two kinds 
of systematic responses: (1) initial response time and (2) response 
uncertainty.  Initial response time is the time required for a participant 
to orient to the required task just as the temporally unfolding stimulus 
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commences.  The orienting process generally takes several seconds to 
complete, prior to ratings becoming more ‘reliable’ [44-46].  So stimuli 
in Figure 2 with large bars for ‘Centre’ may require more time before 
an unambiguous response is made.   

 

 
Fig. 2. Comparison of post performance ratings [from 27] (left column of charts) with sample 
averaged continuous response face counts for thirty participants (right column of charts) for the 
six stimuli, each with a target emotion shown in the leftmost column.  

12
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The relatively large amount of time spent in the Centre for this piece 

may, also, be an indicator of uncertainty of response.  Well after a 
typical orientation period has passed, for this excerpt, uncertainty in 
rating remains (as will become clear in the next sub-section).  The 
Scared stimulus has the largest number of votes for the Centre location 
(on average, at any single sample, eight out of thirty participants were 
in the centre of the emotion-face-clock).  Without looking at the time 
series data, we may conclude that the Scared excerpt produced the least 
‘confident’ rating, or that the faces provided were unable to produce 
satisfactory alternatives for the participants. 

Using this logic (long time spent in the Centre and Elsewhere), we 
can conclude that the most confident responses were for those pieces 
where accumulated time spent in the Centre and Elsewhere were the 
lowest.  The Calm stimulus had the highest ‘confidence’ rating (an 
average of about 4 participants at the Centre or Elsewhere combined).  
Interestingly, the Calm example also had the highest number of 
accumulated votes for any single category (the target, Calm emotion) 
— which was selected on average by 18 participants at any given time. 

The analysis of summary data provides a useful, simple 
interpretation of the continuous responses.  However, to appreciate the 
richness of the time-series responses, we now examine the time-series 
data for each stimulus. 

5.2 Continuous responses 

Fig. 3 shows the plots of the stacked responses from the 30 
participants at each sample, for each stimulus.  The beginning of each 
time series, thus, demonstrates that all participants commenced their 
response at the Centre (the first, left-most vertical ‘line’ of each plot is 
all black, indicating the Centre).  By scanning for black regions for 
each of the plots in Fig. 2 some of the issues raised in the accumulated 
summary analysis, above, are addressed.  We can see that the black and 
grey disappears for the Calm plot after 6 seconds have elapsed.  For 
each of the other stimulus a small amount of doubt remains at certain 
times – in some cases a small amount of uncertainty is reported 
throughout (there are no samples in the Scared and Excited stimuli 
where all participants have selected a face).  Further, the largest area of 
black and grey occurs in the Scared plot. 
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The time taken for ‘most’ participants to make a decision about the 

selection of a first face is fairly stable across stimuli.  Inspection of Fig. 
3 reveals that in the range of 0.5 seconds through to 5 seconds most 
participants have selected a phase.  This provides a rough estimate of 
the initial orientation time for emotional response using categorical data 
(for more information`, see [44]). 

Another important observation of the time-series of Fig. 3 is the ebb 
and flow of face frequencies.  In the summary analysis it was possible 
to see when more than one emotion face was selected to identify the 
emotion expressed by the music.  However, here we can see when these 
‘ambiguities’ occur.  The Angry and Sad stimuli provide the clearest 
examples of more than one dominant emotion.  For the Angry excerpt, 
the ‘Scared’ face is frequently reported in addition to Angry.  And the 
number of votes for the Scared face slightly increase toward the end of 
the excerpt. Thus, it appears that the music is expressing two emotions 
at the same time, or that the precise emotion was not available on the 
emotion-face-clock.   

The Sad excerpt appears to be mixed with Calm for the same reasons 
(co-existence of emotions or precision of the measure).  While the 
Calm face received fewer votes than the Sad face, the votes for Calm 
peak at around the 10th second (15 votes received over the time period 
9.6 to 10.8s) of the Sad except.  The excerpt is in a minor mode, 
opening with an oboe solo accompanied by sustained string chords and 
harp arpeggios.  At around the 15th second (peaking at 18 votes over the 
time period 15.0 to 15.64s) the number of votes for Calm face begin to 
decrease and the votes for the Sad face peak.  Hence, some participants 
find the orchestration and arch shaped melody in the oboe more calm 
than sad, until some additional information is conveyed in the musical 
signal (at around the 14th second), they remain on Calm.  At the 10th 
second of this excerpt the oboe solo ends, and strings alone play, with 
cello and violin coming to the fore, with some portamento (sliding 
between pitches).  These changes in instrumentation may have 
provided cues for participants to make the calm to sad shift after a 
delay of a few seconds [43]. 

Thus a plausible interpretation of the mixed responses is that 
participants have different interpretations of the various emotions 
expressed, and the emotion represented by the GUI faces.  However, 
the changes in musical structure are sufficient to explain a change in 
response.  What is important here, and as we have argued elsewhere, is 
that the difference between emotions is (semantically) small [27], and 
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that musical features could be modeled to predict the overall shift away 
from calmness and further toward sadness in this example. 

 

 
Fig. 3. Time series plots for each stimulus showing stacked frequency of faces selected over 
time (see Table 1 for duration on x-axis) for the 30 participants (y-axis), with face selected 
represented by the colour code shown. Black and grey representing centre of emotion-face-
clock (where all participants commence continuous rating task) and anywhere else respectively.   
Note that the most dominant colour (the most frequently selected face across participants and 
time) match with the target emotion of the stimulus.  

15



14         Schubert et al.  
 

6   Conclusions 

In this paper we reported the development and testing of a categorical 
response interface consisting of a small number of salient emotional 
expressions upon which participants can rate emotions as a piece of 
music or other stimulus unfolds. We developed a small set of key 
emotional expression faces found in music research, and arranged them 
into a circle such that they were meaningfully positioned in space, and 
such that they resembled traditional valence-arousal rating scale 
interfaces (positive emotions toward the right, high arousal emotions 
toward the top).  We called the response space an emotion-face-clock 
because the faces progressed around a clock in such a way that the 
expressions changed in a semantically related and plausible manner. 

The interface was then tested using particular pieces that expressed 
the emotions intended to represent each of the six faces.  The system 
was successful in measuring emotional ratings in the manner expected.  
The post-performance ratings used in an earlier study had profile 
contours that matched the profile contours of the accumulated summary 
of continuous response in the new device for all but the Angry stimulus.  
We took this as evidence for the reliability and validity of the emotion-
face-clock as a self-report continuous measure of emotion. 

Continuous response plots allowed investigation of the ebb and flow 
of ratings, demonstrating that for some pieces two emotions were 
dominant (the target Angry and target Sad excerpts in particular), but 
that the composition of the emotions changed over time, and that the 
change could be attributed to changes in musical features. 

Further analysis will reveal whether musical features can be used to 
predict categorical emotions in the same way that valence/arousal 
models do (for a review, see [4]), or whether six emotion faces is 
optimal.  Given the widespread use of categorical emotions in music 
metadata [47, 48], the categorical, discrete approach to measuring 
continuous emotional response is bound to be a fruitful tool for 
researchers interested in automating emotion in music directly into 
categorical representations. 
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