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The word recognition rates of industry-level ASR systems can be higher.

There are a number of factors for lower rates in singing performances:

Background music

Sound effects

The utterance of words

Simultaneous utterance

Training data

WELCOME TO THE DALI DATASET: a large Dataset of
synchronised Audio, Lyrics and vocal notes.
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The word recognition rates of industry-level ASR systems can be higher.

There are a number of factors for lower rates in singing performances:

The utterance of words Simultaneous utterance

Background music

Training data

Sound effects Synthesized Vocals

Pronunciation in singing AU
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e (Automatic) Lyrics Transcription is the process of recognising
the most likely sequence of words from sung utterances.
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e (Automatic) Lyrics Transcription is the process of recognising
the most likely sequence of words from sung utterances.

w = argmax(P(w|X))

Fundamental equation of (ASR)
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e (Automatic) Lyrics Transcription is the process of recognising
the most likely sequence of words from sung utterances.

w = argmax(P(w|X))

W

OR applying the Bayes’ rule

w = argmax(P(X|w)P(w)).

Acoustic Model Language Model




- Background Info - Pronunciation Analysis
Experiments - Conclusion & Future Work

- In Large Vocabulary Continuous Speech Recognition (LVCSR),

the search space of words is very large.

- We need to take into account pronunciation variations

Thus, we build the acoustic model for phonemes (Q);

.

w = argmax P(w

ZP XIQ (Q[w).

™

//'

Language Model

Acoustic Model

N

Pronunciation Model



- Background Info - Pronunciation Analysis
- Experiments - Conclusion & Future Work

w = argmax P(w) Z P(X|Q)P(Q|w).
v Q

Through Viterbi decoding, we find the most likely word sequence;
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w = argmax P(w) éll%x P(X|Q)P(Q|w),
W elw
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Valid pronunciation of words defined by the lexicon (¥)

I /
P(Qlw) = | [ P(q"“!|w)
=1
Phonetic Lexicon
GIMME GIHIHMIY

GIMME GIHMIYIY
GIMME GIHMIY

A AA
MAN MAE N
AFTER AEFTER

MIDNIGHT MIHDNAYAY T

- Through vectorizing words with phoneme sequences, we allow multiple pronunciation
variants of a word possible.

(") Gales & Young (2008)
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w = argmax P(w) max P(X|Q)P(Q|w),
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Analysis Data: Native ENG speakers within the NUS Sung on
Spoken Lyrics Corpus

Duan, Zhiyan, et al. "The NUS Sung and Spoken Lyrics Corpus: A Quantitative Comparison

of Singing and Speech."

TasLE I
SUBJECTS IN THE NUS CORPUS
Code | Gender | Voice Type Sung Accent Spoken Accent

01 F Soprano North American North American
02 F Soprano North American North American
03 F Soprano | North American S‘l‘n';‘:‘t)fc:'n
04 F Alto Mild Malay Mild Malay
05 F Alto Malay Malay

06 F Alto Mild Malay Mild Malay
o | |t | b | e
08 M Tenor Northem Chinese | Northern Chinese
09 M Baritone North American North American
0 | M Baritone | North American Sii‘;;;j::m
11 M Banitone North American North American
12 M Bass Local Singaporean | Local Singaporean
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Substitutions in the utterance ‘AND THE WONDER OF IT ALL'. w and i are the human annotated

ground truth and predicted word sequences. () and () are the corresponding phonemic representations. In the bottom, the
pronunciations obtained from the CMU English dictionary are provided. The word & pronunciation errors are highlighted with

bold font.
w AND THE WONDER OF IT ALL
w AND THOUGH ONE DARE OUR | FEET | ALL

Ground Truth () | HHEH Neps | DOW | WAHNDEHR | AOF | IHT | AO AH
Prediction @ | epSAEND | DHOW | WAHNDEHR | AAR | FIYT | AOL
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We compute the alignment score matrix, D, by performing Levenshtein alignment, (ev between the
phoneme sequences of the predictions. €7 and the ground truth QQ v,

Darn = lenQar, Qu ) i7)

and find the best alignment path, A, x through reverse tracing to find the path with the lowest
pairwisc gap cost:
M= (7 G & fa )
A & | )
L L~ | +1 .

p=N
*
>~
|
.

L P 9% )

Example 4.1 Substitutions in the utterance ‘AND THE WONDER OF IT ALL’. w and i are the human annotated

ground truth and predicted word sequences. (Q and () are the corresponding phonemic representations. In the bottom, the
pronunciations obtained from the CMU English dictionary are provided. The word & pronunciation errors are highlighted with
bold font.

w AND THE WONDER OF IT ALL

w AND THOUGH ONE DARE OUR | FEET | ALL

(Q | HHEH N eps D OW WAHND EH R AOF IHT | AO AH

Q eps AEN D DH OW WAHND EHR AAR | FIYT | AOL
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Example 4.1 Substitutions in the utterance ‘AND THE WONDER OF IT ALL’. w and @ are the human annotated

ground truth and predicted word sequences. () and () are the corresponding phonemic representations. In the bottom, the
pronunciations obtained from the CMU English dictionary are provided. The word & pronunciation errors are highlighted with
bold font.

w AND THE WONDER OF IT ALL
w AND THOUGH ONE DARE OUR | FEET ALL

‘Ground Truth - HH £H Neeps: D OW WAHNDEHR | AO:F :| IHT | AOAH:
Prediction : DHOW | WAHND EHR R : ACGL:
|nsel‘ti0n Deletion SUbstitution

There are three operations defined on these phoneme pairs lo match Qyy w0 Qp: insertions (1),
substitutions (5) and deletions (£)). These operations are represented in A with the symbol €. An

- . € . . . . .
alignment instance iy = ( ’&) 18 4 deletion and the opposite case would be an insertion.

Ji)k.
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Example 4.1 Substitutions in the utterance ‘AND THE WONDER OF IT ALL'. w and 1w are the human annotated

ground truth and predicted word sequences. () and () are the corresponding phonemic representations. In the bottom, the
pronunciations obtained from the CMU English dictionary are provided. The word & pronunciation errors are highlighted with

bold font.
w AND THE WONDER OF IT ALL

w AND THOUGH ONE DARE OUR | FEET ALL

‘Ground Truth ¢ HH EH N eps D OW WAHNDEHR | AOF IHT | AO AH
Prediction @ eps AEN D DH OW WAHNDEHR | AAR | FIYT | AOL

00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

Let the number of correctly matching pairs in /A be ', then the confidence score per phoneme type,

4, can be retrieved as:
T o
Z,; Coo  (Sea | Ip, | Dy,)
T ’
E? C(o"-i + S(").'i + I(p_.i + Du'J.i
$ CQE (8)

Co

where T is the number of utterances in the analysis set and (g is the English phoneme set used in
our analysis. The denominator 1s necessary to normalize with respect to the total number of pairs in
A, since the phonemes in (1 are not necessarilv represented equally in the analysis dataset.



Vowels ip Co(R) b’y
AE | -042(33) AH,EH. AA
AH | 0.17(33) AAEHOW
Short Vowels FH | 033 AH AR TH
H | 04825 IYAHEY
UH | 0436 AD.UW.AH
AA | 03572) ADAWAE
AD 00655 AAAHLOW
Long Vowels ER °'3f (31) AH.OW EH
= IY | 0876  EYIHEH
W | 088 (&  OWAHIUH
AY | 086(8)  AAAHEH
Diphthongs A'\’ti 071 (1 ) AAAH
EY | 087(7) IYAYEH
OW [ 076(17) AD.AAAH
OY | 04i28) OWACAY

Table 1: Results of the phonetic analysis (vowels)
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Consonants b ca(d?) Py

B 0.77(16) | DEW

D 0.1634) | TNJH

» G 077015 | NGK

Plosives ——

X 0815 |GHH

P D7 014) BMF

T  037:2% | DS.CH
Affricaics CH_ 07913 | TSILT

JH 08251 | CHS.Y

M D912 | NNG
Nasals N D&% | MNGD

NG D839 | NMLT

DH | 03030) | THDXN

F 001 31 | VPTH

N HH | 07001%) | DHW.Y

Fricatives —

S 095 (1 ZTET

SH D81y | CHAZ

TH | 057:21) | S.LDH

V. 0% 2% | FRON

T ' CIBAs?) | S 1

ZH | NA NA

T DA 7)) | AAOWAH
Approximants* R 048 25) | AAAHIH

W 066020) | AAOWY

Y 0S40 |0 AR TY

Table 2: Results of the phonetic analysis (consonants)
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Short Vowels
Long Vowels
Dipthongs
Plosives
Arfricates
Nasals
Fricmtives
Approx

INSERTIONS

Fig. 1: Confusion matrix w.r.t. phoneme categories in Tables | and
2. The red lines highlight the within-class regions for vowels and
consonants. The numbers 1n cells are normalized values. The labels
on the horizontal and the vertical axes represent the ground-truth and
predictions respectively.
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Inter-Vowel substitution

Vowel substitution Nasals

with approx.

Short Vowels

Long Vowels

Dipthongs

Plosives

Alfricates

Fricmbtives

Approx

INSERTIONS

Sh.Vowel Insertion <«

Fig. 1: Confusion matrix w.r.t. phoneme categories in Tables 1 and
2. The red lines highlight the within-class regions for vowels and
consonants. The numbers 1n cells are normalized values. The labels
on the horizontal and the vertical axes represent the ground-truth and
predictions respectively.

Plosive Deletion

Consonant Substitution

Approx. Insertion
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Three observations when uttering words in singing:
- Longer vowels
- Omitted plosives & approximants

- Triphone substitutions
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Three observations when uttering words in singing:

- Longer vowels
- Omitted plosives

- Triphone substitutions

Speech  Singing <
Duration (min) .03 0.18 ;f : -
Duration (max) 0.77 3.86 Rl
Duration (avg. ) .10 (.31 { L
Articulation Rate (permin)  200.250  172.50 READ SEECH  SINGING
Table 4. Mean articulations rates (syllables per [igure 2: Duration distributions of vowels

minute) and duration stats (in seconds)



- Pronunciation Analysis
- Experiments - Conclusion & Future Work

Three observations when uttering words in singing:
- Longer vowels
- Omitted plosives

- Triphone substitutions

Fig. 2: An example of an omitied plosive in singing. W = "AND
[*; Q™" = AEN D AY’ (left) ; Q*" = ‘EH N AY’. The gray
horizontal lines show the temporal phoneme regions anc the bright
green curves are the pitch tracks extracted using pYIN [16].
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Three observations when uttering words in singing:
- Longer vowels
- Omitted plosives

- Triphone substitutions

I I
Consonants b ca(12) e
B 077 (lofl | DEw
D 0.16:3) | TNJH
F— F— - 8 077715y, | NGK
i Plosives h SR b —
Vowels » ‘5:.':( h)) I (p{\' X 085 -;l:). G.HH
AE | -042(33) VAH,EH. AA oo T OaT RME
I T 03729 | DS.CH
AH | 0.17(33) AAEHOW _— CIL 0791 [ JHSILT
Short Vowels FH 0303 IAH,AF.,]'—I Affncates H 0851 | CHSY
H | 048 (25) "IYAHEY M 0912 |NXG

Nasals N D& (1% | MNGD
NG D839 I N1
DH  036{30) | THDXN

UH | 043€) AD.UW.AH
AA 05029 AOAWAE I
AD 00655 T AAALLOW = Dot A [ VPTH
EENNID O I HE 0709 | DY
— - - Fricatives R by
Y | 087® JEYIHEH I s oo 0| ZTET

Long Yowels

W | 085 TOWAHUN S 080 [CHEZ

AY 0.86 (8) AAAHEH TH 057 21y | §.1.DH

aw 07108 Jasan v oseenf[FR DI
(37]

Diphthongs - e .
P & EY |087(7) FIYAYEH r | o® ~
: ZH NA NA
OW | 076( ?7] AODAAALL T N4 -;77;' AA OV AH
OY | 04028 [OWACAY o [R T ear sl Ananin
1L Approxunants W 066 20) | AAOWN
Table 1: Results of the phonetic analysis (vowels) Y o 0S80 [ 1H AR TY

L —

Table 2: Results of the phonetic analysis (conscnants)
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We extend the pronunciations CMU dictionary with longer vowels and omitted

plosives...

HoJ\gF LOWOW T

And test the effectiveness of these pronunciation extensions in the context of

word recognition.
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In the experiments, the s.o.t.a lyrics transcription framework is employed

(Demirel, 2020) - open source toolkit!.
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Evaluation sets:
- A capella recordings

- Both sung and read
- Gender-wise balanced

Mixed (predominantly non-native)

\ Char. | Words | Sentences | Recordings
" NUS read § 21935 | 5788 781 32
. NUS_sing § 21935 | 5788 @ 1029 32
DAMP test | 17609 | 4626 = 479 70

Native from UK Table 3: Statistics of evaluation sets
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Speech lexicon < Singing adapted lexicon

LR g 1 n |rr s r I

word
DAVP test  1T21 1067 1.43 566 |15.61 10.53 1.53 3.24
NUS _read 1051 7.52 1.07 LO91 (926 6.41 1.011 1.80
NUS sing 13.19 =60 163 297 1006 T.1G 1.25 1.65
churacter

DAMP test 11 41 178 155 4
NUS read 5.37 273 118 L.
NUS sing 70 113 160 2.

. |

s
-1

510 262 1.11
614 3.03 1.76

G 1988 405 1.63

b b
Ty ia in
ans

MY

‘J-

Table 4: Word and character error rates using standard (L_.CML)
and singing-adapted (L_sing) pronunciation dictionarics.

LCMU L.sing
FH Y ) | 24 N IR

word (ending with plosives)

DAVP_lest 2234 13.068 773 |[17.67 10.15 .21
NUIS mread 974 S8 0L 901 740 110
NUS sing 14.01 TO60 593 |7.94 573 2.21
vowel

DAV rest 1341 (.47 672 (YR RFY 4.1
NUS _read 4.02 2414 LER |399 235 144
NUS zing T.23 208 426 671 3.3 3.08

Table 5: Lrror analysis for plosives and vowels
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Speech lexicon < Singing adapted lexicon

LR SR no|rr s ! I
word
DAVP test 1T 21 1067 1.43 5.66 |15.61 10.53 1.3 3.24
NUS _read 10.51 7.52 1.07 LO91 (926 6.41 1.011 1.80

NUS sing 13.19 =60 1.63 29° 1006 T.15 1.25 1.65
churacter

DAMP test 1141 178 155 47% 988 405 1.03
NUS _read 527 273 118 147 |510 262 1.11
NUS _sing TOT 13 Lo0 2357 614 3.03 1.76

b b
Ty ia in
ans

Table 4: Word and character error rates using standard (L_.CMU)

and singing-adapted (L_sing) pronunciation dictionarics. v
- Consistent WER improvement
LCMU L.sing

il s Do e N " M inal i tf J
word (ending with plosives) B argma Improvement for rea
DAMPest 2234 13.08 778 (1767 10.15  T.21 samples
NUIS read 974 REY 0L (Y01 THO 100
NUS sing 1401 TO0 593 |7.94 573 2.:21
vowel

DAV rest 1541 (.47 672 (YR RFY 4.1
NUS _read 4.02 244 L8 399 2456 144
NUS zing T.23 208 426 671 3.3 3.08

Table 5: Lrror analysis for plosives and vowels
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- A number of frequent pronunciation variances during singing are identified using a novel computational
method that combines human annotations and an Al-based lyrics transcription system.

- Using a singing-adapted lexicon can yield to improvement in word recognition rates.

- Sentence-level annotations are provided for NUS Corpus, which can be leveraged for both training and
evaluation in the context of automatic lyrics transcription.
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- Add new pronunciations based on ‘triphone substitutions’.

- Obtain pronunciation probabilities.
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